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not been observed experimentally is the unattainability of the
steady-state conditions of this solution. In particular, a typical
ZND route from the unreacted shock-compressed state to the
burnt material gets trapped in the stable CJ point of minimum
entropy production. Von Neumann, however, has shown that
if the Hugoniot curves of partially reacted products intersect,
then the weak detonation solution is possible [6]. For example,
explosives that have very rapid initial exothermic decomposi-
tion followed by a slower endothermic reaction may exhibit
such behavior, sometimes called pathological detonation. It
has been also speculated by Tarver, based on a hydrodynamical
equations, that in porous materials weak detonation could
be stable [9]. Though standard ZND model assumes that
chemical reactions are triggered by the high temperature due
to the initial shock compression, it is also possible to consider
an alternate ignition mechanism without preliminary shock
heating at the von Neumann spike. Zel’dovich [10] discussed
possible initiation of weak detonation by triggering chemical
reactions with a sequence of sparks artificially fired along a
tube.

Can a first-principle molecular dynamics (MD) simulation
converge to the hydrodynamical detonation model?

There has been a continuous effort to develop MD
simulation methods of explosives [11,12]. An interaction
potential, known as the Reactive Empirical Bond Order
potential (REBO), was introduced in Ref. [13]. This potential
has a complex functional form and several parameters. Molec-
ular dynamics simulations of detonation through a model
two-dimensional (2D) crystal using this potential showed
agreement with the predictions of the CJ model [14].

A significant step was the development of a reactive force
field that accounts for breaking and forming chemical bonds
during the passage of the shock wave through the solid [15].
Simulations of actual explosives, such as RDX, PETN, and
TATP, have been attempted [16–23]. The main goal is to
compare the simulation output to known experimental charac-
teristics of the system, such as detonation velocity and final
reaction products distributions. These studies were devoted
to establish a realistic simulation scheme that converges to
the framework of the hydrodynamic models. It was found
that the goal of reaching steady-state detonation conditions
requires a major computational effort. The phenomenon
stabilizes only in a mezoscopic scale (micrometers), which
requires very large-scale calculations including many millions
of atoms. To establish such a method as a predictive tool,
many such simulations should be performed and compared
with experiment. A second round of improvements should
then be applied to the force field. At present, this task is still
in its infancy.

Schemes to bridge the gap between the hydrodynamical
description of detonation and the MD approach have been
explored. The idea is to replace a group of molecules by a
single mesoparticle with an internal thermodynamic degree
of freedom [24,25] or to describe a hydrodynamical cell
by fictitious particles [26]. In both these schemes individual
molecular properties are overlooked.

In the present study a different MD approach was utilized.
We limited the objective to establish a relationship between
the forces governing the dynamics in the microscopic system
and the macroscopic phenomena. The simple molecular force

field employed is constructed to have only a small number
of adjustable parameters. In a three-dimensional (3D) model,
we observed stable detonation waves, their characteristics
being independent of the initial conditions. It required a more
thorough investigation to identify that these detonation waves
are of a different character from those in the standard ZND
model.

A first indication of a new phenomenon can be inferred from
the 1D model of Peyrard et al. [27], constructed from a chain
of unstable diatomic molecules. The dissociation reaction
generated an accelerating detonation wave. In order to obtain
a stable detonation wave artificial dissipation channels were
added. Our analysis of their model revealed that a detonation
wave in the 1D chain resembles a solitary wave. Further
understanding requires a full 3D crystal model that should
supply a natural dissipative mechanism.

The initiation of detonation wave in solids is closely related
to the propagation of a shock wave through a crystal lattice.
Both waves are quasi-1D. Early MD simulations of a planar
shock wave in a perfect fcc crystal [28,29] revealed the
formation of a solitary-like train at the shock front over a
wide range of shock velocities. It has oscillatory structure and
exhibits significant deviation from the thermal equilibrium
inside the train. In addition, the MD simulations of shocks in
a perfect bcc crystal have shown [30] that an isolated solitary
wave can be emitted from the shock front and run ahead
it at significantly faster speed than the shock front velocity.
This links the present study to the subject of solitary waves
propagation in a discrete lattice. Solitons are characterized by
a group velocity that is proportional to the amplitude of the
wave. For a 1D lattice we refer to the work of Toda, who
established a relationship between the microscopic parameter
of the repulsive part of the potential and the group velocity
[31,32]. Holian has performed MD simulations of shock waves
in the 1D Toda lattice to study the dependence of solitary
train structure at the shock front on the interaction potential
parameters [33].

Can the energy release reaction occur directly at the shock
front as in the CJ model? The prerequisite is a metastable
molecule whose one-step exothermic decomposition is trig-
gered by the shock front, and its energy is immediately fed
back into the detonation wave. By definition, shock wave
propagation is faster than any linear elastic wave in the
same material. As a result it will always confront fresh
unperturbed molecules. For these molecules to contribute to
the detonation event, their initial decomposition time scale
should be similar or faster than the time scale determined by
the front propagation velocity. Slower processes can take place
behind the shock front. These processes may include thermal
equilibration and heat dissipation as well as slower chemical
reactions that lead to the final product distribution. If the slower
reactions are endothermic, the weak detonation wave can be
initiated.

In the present study we identified a diatomic molecule
where the exothermic decomposition is sufficiently fast and
can proceed directly at the detonation front. We observed
a propagation of fast supersonic reactive wave initiated by
the impulse impact in a 3D perfect molecular crystal. We
analyze the dependence of the detonation wave parameters
on the interaction potential and the molecule decomposition
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kinetics. We find that the downstream flow is supersonic, and
the density increase behind the front is very small, which is
typical for a weak detonation. We also observe the decoupling
of supersonic front propagation from the dissipative dynamics
of the decomposed material left behind the front. Our analysis
suggests that the weak detonation wave in the simulated
crystal resembles behavior of a solitary wave propagating
at the supersonic speed through the lattice. The molecule
decomposition is triggered at the detonation front where
a significant thermal nonequilibrium exists. The released
energy is directly channelled into acceleration of the atoms
from the dissociated molecules pushing solitary detonation
front forward. Remarkably, the front propagation dynamics
significantly depends on the relative orientation of the light
and heavy atoms in the molecule with respect to the shock
direction.

The simulation results show a possibility of fast initiation
of the molecule decomposition reactions at the supersonic
solitary wave front in contrast to the standard ZND model
where the reactions take place behind the shock front, initiated
by the shock compression. Summarizing, the solitary front
ignition can provide a mechanism for a direct transition to the
weak detonation regime from the initial uncompressed state
without going first to the high-pressure state by the shock
compression.

II. THE COMPUTATIONAL MODEL

An explosive is defined as a molecular crystal that can
decompose to smaller particles, generating a stable detonation
wave. The front of the detonation wave moves faster than
the speed of the linear compression wave in the molecular
crystal. MD simulation of detonations requires a scheme of
molecular forces, initial geometry, boundary conditions, and
atomic masses. The model should be able to sustain a stable
crystal structure. Simulation of the system is based on the
solution of the classical equations of motion with sufficient
accuracy, using a modified version of the MD code MOLDY,
which is described in Appendix A.

A. The reactive molecule model

The model crystal is represented by a slab of diatomic
molecules arranged in a crystal structure. Each of the atoms
can represent also a group of atoms. The two effective particles
will be marked as N and C, and the masses are 47 amu for N
and 15 for C. These notations and masses originated from
nitromethane: the N corresponds to the NO2 group, and the
C to the CH3 group. The difference between the masses is
essential in such reactive molecular model [27]. However,
no other similarity to nitromethane exists in our model. The
chemical bond between N and C is designed to be metastable.
When energized it can dissociate exothermally. The shape of
the potential energy curve as a function of the N-C distance
is shown in Fig. 1. When the distance N-C is smaller than
the barrier position the molecule is bound. However, when
this distance is increased beyond this position the molecule
disintegrates. In an energetic perspective, the molecule absorbs
sufficient energy such that its internal energy is higher than
the energy barrier. Separation of the N-C atoms results in
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FIG. 1. (Color online) The reactive internal potential as a function
of the N-C distance for two different ratios between the barrier height
and the exothermicity. When the distance N-C is smaller than the
barrier position (here at 1.9 Å, the local maximum) the molecule
is bound. When the distance is increased beyond this position the
molecule dissociates. Initially the N-C distance is at the equilibrium
distance (here at 1.5 Å, the local minimum). Q represents the
exothermicity, and D1 the barrier height for the N-C dissociation.

decomposition of the molecule to its constituents accompanied
by energy release. The evaluation of the potential and force
during the trajectory calculations was carried out by generating
and storing a table of the potential and force values at different
N-C distances, according to the potential shown in Fig. 1, or
similar potentials. A cubic spline interpolation was used to
extract the values. There are functional forms that can be used
to generate such an exothermic reactive potential; some of
them are described in Ref. [11]. We used a piecewise defined
function to generate the potential; its functional forms are
described in Appendix B.

B. The molecular crystal

The molecular crystal was constructed by a lattice of N-C
molecules with a bonding interaction between similar groups
in neighboring molecules. The N entity interacts with other N
and C interacts with other C entities. A Morse potential was
chosen to describe these interactions:

V (r) = D(e−2β(r−r0) − 2e−β(r−r0)). (1)

The parameters used are shown in Table I. The initial distances
between nearest neighbor molecules was chosen as r0 = 7.5Å.
A long and narrow slab of this molecular crystal was assembled
with FCC symmetry. Other structures studied, the BCC and
simple cubic crystals, were found to be unstable with this type
of pair potentials. This finding is consistent with analysis of
stability of Lennard-Jones crystals [34].

C. Boundary conditions and initial conditions

We expect the detonation wave to be quasi-1D Hence, the
reactive crystal slab used is chosen to be long and narrow.
The direction of the propagation axis was chosen as Z, and it
coincides with the [111] crystallographic axis. The molecular
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TABLE I. Potential parameters used for the intermolecular
interaction. The third line shows the parameters of the inner part
of the intramolecular reactive bonding potential (see AppendixB).
The same potentials were used for N-C atoms of different molecules.

Interaction D (eV) � ( ûAŠ1) r0 ( ûA)

N-N 0.08 1.0 7.5
C-C 0.016 1.0 7.5
N-C (inner part):
Barrier of 0.25 eV 0.25 4.33 1.5
Barrier of 2.0 eV 2.0 4.33 1.5

axes were also oriented along theZ direction. Thus, the crystal
is very nonisotropic. The length of the periodic unit in the
[111] direction of an FCC crystal is

�
6 timesr0. In our case

r0 = 7.5ûA, so the length of the periodic unit is� 18.37ûA.
This distance will be referred to in the following as the unit
cell length. The length of the crystal was 295 unit cells along
the Z direction, and, in some cases, a crystal with a length
of 587 unit cells was used. Periodic boundary conditions
were imposed along the perpendicular directionsX and Y.
To check that the size of the cross section is sufÞcient we
ran simulations of crystals with various cross sections. It was
found that detonation properties are converged in the larger
cross sections. The converged cross section that was eventually
used consists of 48 molecules in theXY plane.

The shock wave was initiated by a small crystal pellet,
assigned with an initial high velocity in theZ direction. The
pellet collided with one of the small faces (XY plane) of the
slab. The velocity of the pellet was not kept constant: The MD
simulations were ofNVEtype, and the positions and velocities
of the pelletÕs particles were calculated with no distinction.
The pellet was composed of three crystal layers along theZ
direction and had 48 N-C molecules in each layer. The collision
of this pellet was sufÞcient to initiate a sustainable shock in
the primary crystal.

Most of the simulations were carried with initial tempera-
ture of 0� K. A few simulations were carried with higher initial
temperatures.

III. WEAK DETONATION WAVES IN THE CRYSTAL

The analysis of weak detonation wave starts from the static
properties of the reactive crystal. The second step describes the
initiation process, showing that a stationary detonation wave
is formed, independent of initiation process. The classiÞcation
as a weak detonation relies on thermodynamics analysis of the
phenomena.

The equilibrium properties of the crystal model were
characterized. The details are summarized in AppendixC.
A linear relation was found between the velocity of the elastic
p-wave and the stiffness of the potential [the� parameter in
Eq. (1)].

A. Initiation of stable detonation waves

We ran NVE simulations of shock waves in the model
reactive crystal, initiated by the small pellet described above.
After initiating a shock wave, a transient emerges, eventually

stabilizing into a stable shock front. Such simulations were
run with different crystal parameters and different initial
velocities of the pellet. The propagating shock wave initiated
a decomposition reaction in crystals composed of reactive
molecules. When the decomposition reaction kept pace with
the shock front, the shock wave transformed into a detonation
wave. The simulations were carried with initial temperature
of 0 � K. A few simulations were carried with higher initial
temperatures, in order to verify that the phenomenon is not
restricted to 0� K.

A stable detonation wave is independent of initial con-
ditions. This was veriÞed by using different initial pellet
velocities leading to shock waves that are independent of these
initial velocities. The details can be found in AppendixD, and
in Fig. 17.

A snapshot of the detonation process is shown in Fig.2.
A distinction between the unperturbed crystal and the burnt
material is clearly seen. An enlarged section of the reaction
zone is shown on the bottom.

Similar simulations, with an endothermic intramolecular
Morse potential, yielded decaying shock waves, with propa-
gation velocity that depends on the initial pellet velocity.

B. ClassiÞcation of the detonation waves as weak detonations

After the short transient the shock wave stabilized into a
stable weak detonation wave. The shock front propagated in
a very high Mach number, practically decoupled from other
processes in the crystal. The number of molecules that were
decomposed by this shock front changed from one simulation
to another, depending on internal potential parameters such as
the exothermicity and the barrier height for C-N dissociation.
Only a small compression was associated with this front. Other
properties, such as the mass velocity (see Sec.III C 2) and the
kinetic energy (see Sec.III C 3), also exhibit an increase in
magnitude. This shock wave will be referred to as the reaction
wave in the following.

The reaction wave travels through an unperturbed crystal,
and therefore its velocity is determined by the crystal proper-
ties (see Sec.IV). The reaction wave propagation velocity, as
well as its amplitude, are independent of the initial impact (see
AppendixD). The velocity does depend on the exothermicity
of the reaction, which is an intrinsic property of the material.
The dependence of the detonation velocity on the reaction
exothermicity will be discussed later (see Sec.IV A ).

After the reaction wave, another shock front appeared,
characterized by a large increase of both the mass velocity
and the kinetic energy. In the second shock front most of the
remaining molecules dissociated, leading to a decomposition
yield of above 85%. This second shock wave will be referred
to as the compression wave in the following. In contrast to
the reaction wave, the amplitude of the compression wave
decays during its propagation. The compression wave velocity
depends on the impact strength but not on the exothermicity.

The reaction wave is faster than the compression wave:
ureaction> u compression(see Figs.3 and4). This fact categorizes
the reaction wave as a weak detonation:The compression
wave is a typical shock wave. It moves faster than sound
waves in the reacted material; therefore it sets an upper
limit for the sound wave velocity:ucompression> u sound. Thus,
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FIG. 2. (Color online) A snapshot of the detonation wave. The propagation axis is theZ direction. Periodic boundary condition are used in
theX, Y directions. The right-hand side shows the unperturbed crystal structure. The red (gray) objects represent the heavy particles (N). The
black objects represent the light particles (C). On the left-hand side of the image one can observe the burnt material after the passage of the
shock wave. The shock front is characterized by pilot cascades of light particles that are emitted from the decomposed molecules and initiate
the next layer in a domino-like effect. The lower panel is an enlarged viewpoint of the detonation front. The arrows indicate decomposed N-C
pairs, corresponding to the pilot cascade. This simulation was carried out with exothermicity of 6 eV and a barrier of 0.25 eV. Eventually, in
this simulation, in approximately 20 layers, most of the material is decomposed.

ureaction> u sound. We see that the reaction wave is supersonic
with respect to the matter behind it. This is the hydrodynamical
deÞnition of weak detonation [4 p. 280].

C. Thermodynamics proÞles of the weak detonation waves

The proÞles of weak detonations differ from those of normal
detonations: In weak detonations there is no compression of
the material before the reaction. After the reaction front, there
is only a small change in the density, pressure, and velocity of
the particles.

1. Different dissociation barrier height

Figure 3 compares the decomposition fraction of two
simulations as a function of time and position. The Þrst
corresponds to molecules that have an N-C dissociation barrier
of 2 eV (left plot). The second corresponds to molecules
with a dissociation barrier height of 0.25 eV. The reaction
exothermicity in both simulations is 6 eV. For a dissociation
barrier of 2 eV,� 35% of the molecules are decomposed by
the reaction wave. When the compression wave passes through
the partially ÒburntÓ material, most of the remaining molecules
decompose (small ßuctuations around 90%). For a smaller
dissociation barrier, 0.25 eV, more than 85% of the molecules
are decomposed simultaneously with thereactionshock front.

The reaction wave velocities are almost independent of
the dissociation barrier height, as can be seen in Fig.3. The
barrier does inßuence the mass velocity and the decomposition
fraction. The decoupling of the reaction wave from the
compression wave and from the dissociation process results
from the fact that this is the fastest wave in the material,

leaving behind the slower processes. This phenomenon is
another signature of a weak detonation wave.

2. Mass velocity proÞle

The mass velocity characterizes the mass current and is
deÞned as�v� =

�
i mi vi�

i mi
. Figure4 shows a contour plot of the

Z component of the mass velocity during the simulation. The
mass velocity plot shown can be compared to the decompo-
sition percentage during the same simulation (right-hand side
of Fig. 3): The decomposition front and the discontinuity of
the mass velocity coincide, and deÞne the reaction wave. The
compression wave is observed on the mass velocity plot, but
is absent from decomposition plot since the majority of the
molecules have already decomposed.

Figure5 shows proÞles of mass velocity at different snap-
shots during the simulation. The values were averaged over
bins with a constant number of particles, 96, in each bin. The
top plot shows theZ component of the mass velocity along the
solid for three time values. The largest amplitude (the left peak
for each time) is associated with the compression wave. At later
times the peak mass velocity decays due to dissipation. The
Þrst shock front (the right sudden change in velocity for each
time) is associated with the reaction wave. The insert shows
a zoom-in on the reaction fronts. The average mass velocity
after the reaction front,� 0.3 km/ s, is much smaller than the
reaction front velocity,� 65 km/ s. This is consistent with a
small increase of density after the reaction front (see Fig.8).
It is clear that the reaction wave amplitude does not decay.
When comparing simulations with different parameters, we
Þnd that the reaction wave amplitude depends on the reaction
exothermicity and is independent of the impact strength. As
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FIG. 3. (Color online) Contour plots of decomposition percentage during two different simulations. The left plot is obtained in a simulation
with a dissociation barrier of 2 eV. Some of the molecules are decomposed by the reaction wave. Most of the other molecules (around 90%)
are decomposed by the compression wave. The right plot is obtained in a simulation with a decreased dissociation barrier of 0.25 eV. More
than 85% of the molecules are decomposed by the reaction wave. In both cases the exothermicity is 6 eV, and the initiating pellet velocity is
∼90 km/s. The reaction front velocity in the case of the higher barrier, ∼60 km/s, is very similar to the case of the smaller one, ∼62.5 km/s.

discussed above, in the Introduction and in Appendix D, this
is a characteristic of a detonation wave. The compression
wave behaves differently: It has a decaying amplitude that
does not depend on the exothermicity but does depend on
the impact strength. The compression wave is a regular
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FIG. 4. (Color online) Contour plot of mass velocity along the
Z direction. The dissociation barrier height in this simulation was
0.25 eV, and the reaction exothermicity was 6 eV. The initiating pellet
velocity was ∼90 km/s. Three regions are marked in the plot: Region
A is the preshocked material. The mass velocity here is 0. Region B is
the material after the reaction wave. The mass velocity here fluctuates
around an average value of 0.3 km/s (see Fig. 5 for more detailed
profiles). The mass velocity plot shown here can be compared to
the decomposition percentage during the same simulation, which
is shown on the right plot of Fig. 3: The decomposition front and
the discontinuity of the mass velocity coincide, characterizing the
reaction wave. Region C is the material after the compression wave.
The mass velocity on the peak of the compression wave decays from
around 20 km/s at 1 ps to 8.5 km/s at 10 ps. The compression
wave is visible on the mass velocity plot but is almost absent on
the decomposition plot: For this barrier height, most of the molecules
have already decomposed before the compression wave reached them.

compression shock wave. It travels through an unstructured
matter composed of reaction decomposition products.

The X component of the mass velocity is shown in
the bottom plot for a single snapshot. The shock front is
characterized with a abrupt onset of fluctuations. There is a
minor change after the first shock front.

3. Energies and temperature

Further insight on the detonation process can be obtained
by inspection of the kinetic energy and the local temperature
profiles, shown in Figs. 6 and 7, respectively. The profiles
correspond to an intermediate time of 10 ps. The local
temperature is defined as Tl = 1

NkB

�N
i mi (vi − 〈v〉)2, where

〈v〉 is the mass velocity defined above. The values were
determined by averaging over bins with a constant (96) number
of particles. The reaction wave front can clearly be seen as a
sharp change in kinetic energy and temperature. The insert
in the local temperature figure shows a small region after
the first shock front, which is not thermalized. The increase
of the Z component of the local temperature precedes the
corresponding increase of the X component.

Figure 8 shows the potential energy and the density profiles
at the same time step. On the right, a small increase of the
potential energy is observed, followed by a large decrease.
The small increase is caused by a minor compression before
the dissociation starts, as seen in the density profile. The large
decrease that follows is caused by the energy release of the
exothermic decomposition process. The average density after
the reaction front is only slightly larger than the density before
this front. This is consistent with the small increase in the
mass velocity (see Fig. 5). This phenomenon characterizes
weak detonations.

IV. SATURATION OF THE WEAK
DETONATION VELOCITY

The detonation wave can be characterized by a stable
detonation velocity independent of initiation parameters, as
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FIG. 8. (Color online) Potential energy (Ep) and density profiles
at t = 10 ps. The parameters are the same as in Fig. 6. The first shock
front displays a small increase of the potential energy, due to a small
compression before the dissociation. This small increase is followed
by a large decrease of the potential energy, due to the energy release of
the exothermic decomposition. The average density after the reaction
front is not significant higher than the density before this front. The
peak on the left is associated with the compression wave.

the figure (1.0–3.5 eV), the detonation velocity increases as
a function of exothermicity. At larger exothermicity values,
the detonation velocity reaches saturation: Simulations with
exothermicity values above 3.0 eV show only a minor increase
in the detonation velocity. Figure 10 displays the variation in
detonation velocity as a function of reaction exothermicity. The
kinetic energy of the particles behind the reaction wave was
found to depend linearly on the exothermicity of the reaction.
Thus it is responsible for the energy balance. Nevertheless, in
weak detonations this additional kinetic energy is decoupled
from the reaction shock front.

The saturation effect is an interplay between three factors:
the crystal rigidity, responsible for the nonlinear wave propa-
gation, shear effects, responsible for energy dissipation at the
reactive shock front, and kinematic effects, which determine
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FIG. 9. (Color online) Reaction front propagation in crystals with
different exothermicity values. All other parameters are identical.
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FIG. 10. (Color online) Detonation velocity in the crystal as
a function of reaction exothermicity. The detonation velocity is
measured in reduced units, normalized to the p-wave velocity,
which is 4.6 km/s. We can see the increase of detonation velocity
as a function of exothermicity at low exothermicity values, until
approximately 3 eV. The saturation of the detonation velocity at high
exothermicity values can also be seen. The saturation was verified by
simulations with very high exothermicity values: There is a very
small increase of the detonation velocity in crystals with higher
exothermicity values (12, 15, 18, and even 27 eV; these results are
not shown here).

the partitioning of the energy release during the decomposition
of a single molecule.

Some insight regarding kinematic effects and the crystal
rigidity is discussed in the following; see Secs. IV B and IV C.
The nonlinear effect of shear was not explored systematically
in this study. The convergence of the calculations was checked
to an increase in the XY cross section (see Sec. II C). While
checking convergence, we found that increasing the cross
section decreases the detonation velocity. This is an indirect
indication that the detonation velocity is sensitive to shear.

B. Kinematic effects

In weak detonations the decomposition mechanism of the
reactive molecules has to be linked to the characteristics
of the detonation wave. A propagation by a domino-like
effect, as seen in Fig. 2, requires the decomposition to be
asymmetric with respect to the Z direction. Insight is obtained
by examining a simplified 1D model of decomposition of a
single diatomic molecule. Initially the molecule is at rest.
A light particle emerges from the decomposition of the
neighboring molecule and hits the molecule from the heavier
side (Fig. 11, top). The collision initiates the decomposition
process. At the end of the decomposition, the light particle of
this molecule is emitted toward the next molecule (Fig. 11,
bottom). The mass of the light particle is denoted by m, and
the mass of the heavier particle is αm (α > 1). After the
initiation collision, the molecule decomposes, and the heat of
the reaction, E, releases as kinetic energy. The velocity of the
colliding particle is denoted by v1. After the decomposition, the
velocities are denoted by u1,u2,u3, for the colliding particle,
the heavy particle, and the light particle, respectively.
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FIG. 11. (Color online) A molecule is hit by a light particle,
emitted from neighboring decomposition (top diagram). After the
collision, the molecule decomposes (bottom diagram).

Under these conditions the equations for momentum and
energy conservation become

mv1 = mu1 + �mu 2 + mu3,
(2)

1
2mv2

1 + E = 1
2mv2

1 + 1
2�mu 2

2 + 1
2mu2

3,

where we assume that the collision is complete, meaning
that all potential energy has been consumed. In steady-state
detonation, the initial velocity of the colliding particle should
be equal to the velocity of the emitted light particle:

v1 = u3, (3)

and this should also become the group detonation velocity.
Two mechanisms come to mind: a direct and a delayed de-

composition. In the direct decomposition mechanism, Eqs. (2)
and (3) give the complete kinematic picture. Substituting
Eq. (3) into Eq. (2) cancels out the termsv1 andu3. There-
fore, the detonation velocity is undetermined without further
assumptions. In order to determine the wave propagation
velocity, more details on the dissipation mechanism, the crystal
structure and the nonlinear properties are needed.

Next, we analyze the delayed decomposition mechanism.
This mechanism has two steps: First, the colliding particle
has an elastic encounter with the molecule. The molecule
after the collision will acquire a velocity ofu23 and mass
of (� + 1)m. In the second step, the molecule will dissociate
into its components. The equations for momentum and energy
conservation of the Þrst step are

mv1 = mu1 + (� + 1)mu23,
(4)

1
2mv2

1 = 1
2mu2

1 + 1
2(� + 1)mu2

23

And the equations for momentum and energy conservation of
the second step are

(� + 1)mu23 = �mu 2 + mu3,
(5)

1
2(� + 1)mu2

23 + E = 1
2�mu 2

2 + 1
2mu2

3.

Again, we require the steady-state condition, Eq. (3). Solving
these equations shows that the velocitiesv1 = u3, which are
equal to the detonation velocity, are proportional to

�
E/m .

A strong detonation process is adequately described by a
delayed mechanism, since there is a delay between the com-
pression (which leads to collisions) and the decomposition.
The

�
E/m dependence of the strong detonation velocity

is in accordance with the hydrodynamical theory. This
�

E
dependence was obtained in Ref. [35] in MD simulations of
detonations in the REBO model and in Ref. [36] in another
crystal model. A different result was obtained in an earlier
study [37], in which a linear dependence of the detonation
velocity on the energy released is reported.

A weak detonation process is adequately described by
the direct mechanism since the reaction coincides with the
shock front. In weak detonations, we Þnd the detonation
velocity to saturate, becoming independent of the energy
release. This means that in our 1D model, only the results of
a direct decomposition mechanism can Þt this phenomenon.
The relation of direct reaction mechanism to weak detonations
was shown also in hydrodynamic analysis of the ignition
stage [38].

The mechanism discussed above suggests a difference
between the two possible reaction wave propagation direc-
tions: Different behavior is expected if the reaction wave
emits the heavier particle of the molecule, which in turn
collides with the lighter particle of the neighboring molecule.
This anisotropic behavior of the reaction wave was examined
by initiating the shock wave in the opposite edge, impact-
ing from the lighter side of the molecules. Under these
conditions, no stable constant velocity reaction waves were
formed.

The dependence of the detonation wave velocity on the
mass of the emitted particle was also examined. We performed
simulations of detonations where the mass of the lighter
particle was varied while maintaining the same structure and
force Þeld. In order to keep the total mass unchanged, the
mass of the heavier particle was also changed. The masses
used were 22, 10, and 5 amu for theC particle (and 40, 52,
and 57 amu forN , respectively). Several simulations were
performed, with different exothermicity values. We expect that
decreasing the mass of theC lighter particle will result in a
higher velocity, hence faster detonation. This has been already
suggested by Peyrardet al.[27] in a 1D model. The magnitude
of exothermicity at which the detonation velocity saturated was
found in all cases to be close to 3 eV. However, the saturation
velocity depended on the mass of the emittedC particle. Lower
mass of this particle led to an increased detonation velocity.
These results are presented in Fig.12, in log-log scale. A linear
Þt to the velocity logarithm as a function of the mass logarithm
was calculated and is displayed in the graph. The resulting
slope is close to 0.5 (0.49), which reveals a 1/

�
m dependence

of the detonation velocity on the mass of the emitted group.
This dependence is identical to the dependence of the shock
velocity of solitons in a Toda lattice.

C. Crystal rigidity: Intermolecular potential parameters

Simulations of the propagation of small amplitude displace-
ments in the crystal showed that the elasticp-wave velocity
depends linearly on the� parameter of the intermolecular
Morse potential Eq. (1), i.e., the stiffness. This is in agreement
with the propagation of elastic waves in a 1D crystal model.
See Appendix C2b and Fig.16 for details.

The shock wave velocity is crucially dependent on the
rigidity of the crystal, which is determined by� . To explore
this dependence we carried out simulations of detonations in
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